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Introduction. In recent years, audio Chord Recognition
(CR) has become a very active field. The increasing pop-
ularity of Music Information Retrieval (MIR) with applica-
tions using mid-level tonal features has established chord
recognition as an useful and challenging task. The annual
MIREX (Music Information Retrieval Evaluation eXchange)
competition has a task dedicated to chord recognition, where
participants attempt to predict labels and boundaries for a
song collection. In the most recent competitions, the dataset
used consists of 217 songs from a collection of The Beat-
les, Queen and Zweieck albums for which the ground truth
annotations are available 1 . Due to the limited amount of
data, existing CR systems are usually trained & tested on the
same songs, inevitably causing over-fitting on this dataset.
Meanwhile, such evaluation is also heavily constrained by
the simplicity of the data. For example, most of the songs
in the dataset are from the Rock genre, implying that the
performance might lack generalization to other genres.

To resolve these problems, the simplest but most costly
solution would be to obtain more fully annotated data. Al-
ternatively, we propose using a methodologically more chal-
lenging but cheaper and scalable approach: meta-song eval-
uation, which makes use of large and freely available on-
line chord databases, such as E-chords 2 to help evaluate
CR systems. The principle is to automatically generate high
accurate but not perfect “pseudo chord annotations” for new
songs, of which the chord sequences are available on these
databases. The songs and the “pseudo annotations” are then
used to estimate CR systems’ performance via statistical
theories. In our previous work [3] we have demonstrated
a variety of models for generating such “pseudo annota-
tions”. This late breaking paper will show how to make
use of these pseudo annotations to comprehensively eval-
uate performances of different CR systems 3 .

1 http://www.music-ir.org/mirex/wiki/2010:
Audio_Chord_Estimation

2 http://www.e-chords.com/
3 The reader is referred to [6] for an extended version of this paper.
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Figure 1. The relationship between the pseudo accuracies
and the real GT accuracies on the 175 Beatles songs.

Figure 2. The estimated GT accuracies of the CR systems
on 1840 songs. Error bars represent confidence intervals of
performance within 95% confidence level.

Methodology. We use yAi and xA
i to denote the ground

truth (GT) accuracy and the pseudo accuracy (i.e. the accu-
racy of system’s prediction compared to pseudo annotation)
of CR system A’s chord prediction for the i-th song. Then
for each system we obtain two sets of data: a validation set
{xA

i , y
A
i }ni=1 and a test set {xA

j }n+m
j=n+1. Note that we only

have ground truth annotations on the validation set and gen-
erally m ! n. The CR system pool is denoted by A ∈ A.

One observation from the validation set is that the pseudo
accuracies are highly correlated with the GT accuracies (see
Figure 1), as long as the pseudo annotations are accurate
enough. In the ideal case, if all pseudo annotations are 100%
accurate, the pseudo accuracies will converge to the GT ac-
curacies. Inspired by this observation, we propose a linear
regression framework to model the relationship between GT
and pseudo accuracies on the validation set, which can then
be applied to estimate GT accuracies on the test set.



Figure 3. The estimated GT accuracies of the CR systems on each genre. See the caption of Figure 2.

Mathematically, we assume that (xA
i , y

A
i ) generated by

CR system A are sampled i.i.d. from a Gaussian distribution

yAi = aAx
A
i +bA+εi, 1 ≤ i ≤ n, εi ∼ N (0, σ2

A), ∀A ∈ A,

where the parameters (āA, b̄A, σ̄2
A) can be estimated by the

method of least squares. Therefore, in terms of the linear re-
gression theory [4], a Gaussian distribution holds for all test
examples yAj ∼ āAxA
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Using the Gaussian properties, the test mean accuracy

ȳA = 1
m

n+m∑
j=n+1

yAj follows ȳA ∼ āAx̄A + b̄A +N (0, σ̂2
A),
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Via this distribution we can estimate the confidence inter-
val of ȳA with probability 1 − α: ȳA = x̄A + µ̄ ± Q(1 −
α)σ̂A, where Q denotes a normal quantile function Q(p) =
inf{y ∈ R : p ≤ Pr(Y ≤ y)}. Meanwhile, we can also
compare two CR systems A and B, by means of estimat-
ing the confidence interval of ȳA − ȳB using ȳA − ȳB =
āAx̄A − āBx̄B + b̄A − b̄B ±Q(1− α)

√
σ̂2
A + σ̂2

B .
Experiments. The experiments involve three CR sys-

tems: the machine learning based HP [5] and labROSA [1]
systems, which are trained on the MIREX dataset, and also
Chordino [2], an expert knowledge based system. The vali-
dation set consists of 175 The Beatles’ songs, of which we
use the ground truth and pseudo annotations to train the re-
lationship model. The test set consists of 1840 songs from a
variety of genres, of which we can only derive pseudo anno-
tations from E-chords. The objective is to estimate and com-
pare the GT accuracies of the three systems on the test set,
given their “pseudo accuracies” and the relationship model.

We first evaluated the systems on the whole dataset and
the results are presented in Figure 2. We observed that the
estimated GT accuracy of labROSA is slightly better than
Chordino, implying a better generalization of ML-based sys-
tems over expert knowledge based ones. Meanwhile, HP
achieves a large improvement over the other two systems,
indicating its superiority. We then categorized the songs by
their genres and estimated the performances of the systems
on each genre. The results are illustrated on Figure 3. We
observed that HP performs better on most of the genres, es-
pecially on Rock related genres. This conforms to the fact
that HP is trained on songs mainly from the Rock genre.
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